Paravirtualization for Scientific Computing: Performance Analysis and Prediction

Javier Delgado, Anas Salah Eddin, Malek Adjouadi, S. Masoud Sadjadi
Florida International University
10555 W. Flagler Street
Miami, FL 33174
305.348.4106
{Javier.Delgado, Anas.SalahEddin, Adjouadi, Sadjadi}@fiu.edu

ABSTRACT

Resource virtualization technologies have recently increased in popularity. The emergence of cloud computing, which requires provisioning isolated environments on shared resources, is one reason for this. Virtualization adds flexibility in terms of resource provisioning, but it can impact application performance.

In this work, we analyze the performance of medical image processing and computational fluid dynamics applications when run on virtualized resources. We then apply the observed performance characteristics to a performance prediction model.

We measure the impact of virtualization by performing several benchmarks on virtualized and non-virtualized resources. We evaluate the accuracy of the performance prediction model in this environment. We find that virtualization can slow down some applications by more than 200%, but usually the performance impact is below 15%. The overhead itself is predictable if general application characteristics are known. Execution time in a virtual environment can be predicted to within 13% using a simple mathematical prediction model.
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1. INTRODUCTION

Resource virtualization has experienced widespread use in several computing domains. Virtualization, in this context, refers to the use of virtual machine (VM) technology to run VMs on top of physical machines (PMs). Currently, this is accomplished using a virtual machine manager (VMM) that deploys guest VMs and controls their resource allocations. One reason for the resurgence of virtualization is for its ability to provision resources for Cloud computing, which can be a cost effective alternative to in-house clusters [1]. This is particularly the case for domain specialists that are not constantly using compute resources. The benefits of virtualization can be used for traditional data center resource provisioning, for Clouds, or even for Grid computing (e.g. [2]).

Virtualization has several benefits for scientific computing. Some of these have been cited in the literature (e.g. [3][4]). For example, users running serial applications can be provisioned isolated computing environments on shared multicore machines. Also, a VM can be suspended and later resumed on either the same or on a different physical machine, which is useful for fault tolerance and load balancing. VMs also make it easier to deploy applications, since virtualization adds a layer of abstraction that eliminates the need to configure the necessary software environment for all physical machines on which an application will be run. Instead, a single VM image is created and deployed on any machine with a compatible VMM. In the context of scientific computing, these special purpose VMs are often referred to as virtual appliances. This feature is especially beneficial for scientific applications, which can be difficult to install and/or dependent on legacy libraries, and are executed by domain specialists that are not familiar with the deployment process. For the remainder of this paper, it can be assumed that all VMs are virtual appliances.

The drawback is that virtualization creates overhead, which raises a valid concern for consumers of resource-intensive applications. This overhead is caused by the VMM itself, the additional processing of certain instructions (e.g. memory allocation and I/O) within the VM, as well as the competition created when multiple VMs are running on the same physical machine.

In this work, we explore the use of virtualization for data centers that execute scientific applications as batch jobs, with a specific focus on medical image processing and computational fluid dynamics (CFD) applications. Specifically, we look to answer two questions. First, how is the performance of these applications affected? Second, can a simple prediction model be used to determine execution times of these applications in a virtualized environment? We perform experiments using a production cluster. We attempt to quantify the performance impact under different run time scenarios and with different applications. We then apply a performance prediction model to the results. Performance prediction can be used to provide improved scheduling performance, as has been shown, for example, in [5]. The model we use has worked successfully on non-virtualized platforms [6].

As part of these experiments, we look into the effects of collocating multiple VMs on a single physical machine to observe how individual VMs are affected. Collocation can increase system utilization. It can also be used in job scheduling, for example, in a scenario in which all machines in a data center are occupied running long (duration) jobs, and a short job enters the system. Collocating may delay the long job, but it is standard practice to give short jobs preference since customers expect them to be processed quickly. Scheduling methods such as those employed in [7] enjoy strong scheduling performance in part because they do not set rigid constraints on the number of tasks per physical machine, thus lowering the response time of short jobs. As a practical example, consider two jobs with different quality of service requirements. For example, a medical professional requiring an image analysis has more immediate needs than a developer testing a new algorithm.
We find that for scientific applications that perform little or no communication, the performance impact is small enough that virtualization is a viable option. Applications that require constant access to the resources, on the other hand, will not benefit much, if at all, from virtualization, especially if their applications are communication intensive.

We also find that predicting the execution time of applications run on virtualized systems benefits from predicting the I/O and computation times of the execution separately. By doing this, we could predict execution time to within 13%.

We organize the rest of this paper as follows. In section 2, we describe the experimental setup and the applications used. In section 3, we describe the performance prediction approach taken; in section 4, we describe the experiments and discuss observations; in section 5, we evaluate the prediction model; in section 6, we provide related work. We end with our conclusions.

2. SOFTWARE AND SYSTEM CONFIGURATION

2.1 Infrastructure

We use a 16-node compute cluster for the experiments. Each node in the cluster contains 2 single core Intel Xeon processors with hyperthreading technology rated at 3.6GHz; they are based on the Netburst CPU architecture. Each node has 2 GB of main memory. The nodes are connected using a 1gigE interconnection. The operating system is the CentOS Linux distribution, version 5.3, included in version 5.2 of the Rocks cluster distribution [8]. Half of the physical nodes were configured as compute nodes, which are used for the BM experiments. The other half were configured as vm-container nodes using the Rocks Xen roll1, which deploys selected worker nodes with Xen, version 3.0.3 [9]. VM images used for the virtualized experiments contain the same CentOS distribution, including the same kernel version. VMs are deployed using OpenNebula [10].

For our experiments, we allot 2 cores to each VM and execute up to 2 processes2 per node. Unless otherwise stated, each VM can use the full processing power of each allotted processor. In the container nodes, the dom0 VM is allowed to use the virtual processors (i.e. hyperthreads). We noticed performance degradation when allowing Xen to dynamically change the virtual to physical CPU mappings, so each virtual CPU in a VM is pinned to a specific physical CPU.

All software and guest VM images were installed on the same shared file system, which is hosted on the master node of the cluster. A virtual network was created using OpenNebula to link the VMs. Xen’s standard network bridging configuration was used.

2.2 Parallel CFD Benchmarks

We employ NASA’s Numerical Aerodynamic Simulation Parallel Benchmarks (NPB) as a first step towards understanding the performance impact of Xen. The NPB contain three benchmarks that replicate computation and communications patterns of Computational Fluid Dynamics (CFD) and computational aerodynamics applications [11]. Specifically, they provide different kernels for solving Navier-Stokes parallel differential equations on a spatial grid or mesh of a given size. In this work, we focus on the lower-and-upper triangular (LU) benchmark. The LU benchmark is iterative and consists of 250 time steps.

There are two versions of the NPB, original and multi-zone (MZ). The computations in the original benchmarks exhibit fine grain parallelism [12], i.e. they perform multiple communications of data for each iteration of the solving stage. As a result, their performance is more sensitive to communication latency. The MZ versions take a parallelization approach that mimics different kinds of applications. They solve the same discretization problem, but using multiple meshes (or zones). The MZ benchmarks are designed to perform only coarse-grained parallelism at the message passing level1. The MZ version is more sensitive to load imbalance than latency, so their performance should be less affected by virtualization. We employ both versions of the benchmarks to see how their performance impacts compare.

The benchmarks come with five data inputs of increasing size, which they refer to as input classes. We use classes A, B, and C. Their sizes and dimensions are shown in Table 1.

<table>
<thead>
<tr>
<th>Class</th>
<th>Dimensions</th>
<th>Area</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>128 X 128 X 16</td>
<td>262K</td>
</tr>
<tr>
<td>B</td>
<td>304 X 268 X 17</td>
<td>1.075M</td>
</tr>
<tr>
<td>C</td>
<td>480 X 320 X 28</td>
<td>4.3M</td>
</tr>
</tbody>
</table>

NPB also contains an embarrassingly parallel (EP) benchmark, which we use to observe performance when little communication is involved. EP is designed to test the floating point performance of the system [11]. The only communication it performs is a barrier at the beginning of the program and a collective (reduce) operation at the end.

The NPB are well studied and often used to test the performance of HPC systems. The multi-zone versions have been shown to scale well on up to at least 16 processors, and possibly over 1,000, depending on the benchmark and runtime configuration [13]. The purpose of the NPB experiments is to observe the performance that can be expected from certain CFD-like applications when executed in a Xen environment.

2.3 Medical Image Processing

The medical image-processing domain consists of performing complex, computationally intensive algorithms on large sets of images. Virtualization is well suited for these workloads since they perform little or no inter-process communication when processing unrelated data sets.

The image processing applications we focus on will be set on neuroimaging; specifically, we will be focused on brain magnetic resonance image (MRI) processing. All of the algorithms used are implemented in the FMRIB Software Library (FSL) [14]. MRI studies can be dichotomized into structural and functional studies [15]. Structural studies deal with the variability between adjacent brain tissues; we employ a segmentation tool called FMRIB Automated Segmentation Tool (FAST) [16] for these experiments. The algorithm it implements segments the basic tissues of the brain: gray matter, white matter, and cerebral spinal

---

1 http://www.rocksclusters.org/roll-documentation/xen/5.3/
2 By process, we mean a process created by an application being tested. For example, an MPI task.
fluid. FAST is an iterative algorithm that depends on the within tissue variability while addressing problems arising from: image noise, head motion artifacts and inhomogeneity in the magnetic field, all of which affect the performance and speed of the algorithm. On the other hand, functional studies deal with the temporal differences in the activation of neurons. We test an exploratory algorithm called Multivariate Exploratory Linear Optimized Decomposition into Independent Components (MELODIC), which consists of a pipeline of algorithms that can be summarized to: motion artifacts correction, image registration [17] to high resolution MRI and to a standard brain image, and finally probabilistic independent component analysis [18].

Data from 4 patients from Miami Children’s Hospital were used for the FAST experiments. For MELODIC, 20 patient data sets from the same hospital were used. Each of the latter data sets contain a high resolution MRI and at least one functional MRI (fMRI) dataset, each fMRI dataset consist of 150 volumes in total. The algorithms are applied to each patient separately, so the algorithms themselves do not need to be implemented in parallel; instead, a loosely coupled parallel implementation in which the algorithm is separately applied to each image can be used.

FSL includes built-in mechanisms for automatically spreading jobs across different nodes/processors/cores using the Oracle Grid Engine (GridEngine). GridEngine was installed and configured on all BM and VM nodes. Since these experiments involve little or no communication, the VM overhead should be minor.

2.4 Weather Modeling
We perform several weather simulations using the Weather Research and Forecasting (WRF) software model. These benchmarks reveal the performance of virtualized resources executing computationally intensive, highly synchronized (i.e. tightly-coupled) parallel code, where high virtualization overhead is not tolerable.

Due to the long-running and highly synchronized nature of WRF executions, the effect of running small jobs alongside WRF is interesting. This way, the resource isolation functionality provided by VM technology can be leveraged to execute small jobs alongside the large WRF job in order to avoid delaying the short job when there are no idle processors available. Therefore, we perform experiments in which small jobs are allocated alongside WRF jobs of different sizes and see what the performance impact is on each. Another possible benefit of collocation is that it may mitigate the virtualization overhead of communication intensive applications such as WRF, which can leave the CPU idle for relatively long periods of time.

We use two WRF input domains, whose properties are shown in Table 2.

<table>
<thead>
<tr>
<th>Domain Name</th>
<th>Dimensions (grid points)</th>
<th>Resolution (km)</th>
<th>Duration (hours)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jan00</td>
<td>74x61</td>
<td>30</td>
<td>24</td>
</tr>
<tr>
<td>75x4</td>
<td>75x75</td>
<td>15</td>
<td>24</td>
</tr>
</tbody>
</table>

3. PREDICTION
A challenge encountered in data centers is that their job schedulers must know the execution time of all submitted jobs. In production systems such as the Teragrid, users are asked to provide this information. If a user under-estimates a job’s execution time, it is prematurely killed. If a user over-estimates the time and the system is highly utilized, the scheduler may delay the job in favor of shorter jobs. An alternative is to use automatic, system-generated predictions.

System-generated performance prediction is of additional interest in virtualized data centers, where it is common for multiple virtual machines to run on a physical machine, since users cannot estimate the execution time of a program if they do not know how much of the physical resources will be devoted to their job(s). They may not even know the specifications of the physical resources being offered. For example, in a situation where a small job enters a fully-utilized system, knowing what impact collocating the small job with a bigger job would have on the execution time of both jobs is useful to the job scheduler.

For this work, we apply our existing prediction model [6] to the problem of estimating execution times of applications run on a virtualized cluster. The model is implemented using a regression analysis based predictor, Aprof, to predict application execution time using historical run time information. The historical information is obtained using our monitoring program, Amon. Essentially, the predictor estimates the contribution of different resource consumption metrics, such as parallelism and CPU allocation, to an exploratory metric, such as execution time. Equation (1) shows the general form of the equation for estimating execution time. In the equation, $m$ is the number of resource consumption parameters, $z_i$ is the $i$-th parameter and $a_i$ is its contribution coefficient. For inverse relationships, we use the inverse of the resource consumption value. For example, execution time is inversely proportional to the number of nodes, so the inverse number of nodes is given to the model. In [6], we tested the model using 2 clusters; to mimic having additional systems with different processing power, we used a CPU-limiting tool\(^4\) to adjust the processor allocation for the jobs being executed; we obtained prediction accuracy within 10% across the two systems in that study.

$$T_{exec} = \prod_{i=0}^{m-1} a_i z_i$$

Since the model does not necessarily require specific hardware parameters, it is reasonable to expect it will work across different systems. For example, our model, with a few modifications, was able to predict execution times across several larger, more modern systems with under 10% average error [19]. Hence, it is reasonable to expect that the prediction methodology will also work on virtualized systems after the necessary modifications are applied.

4. EXPERIMENTS
In this section we describe the experiments performed. All data reflects the average of 3 executions for each runtime configuration (i.e. platform, number of nodes, and processes per node).

4.1 NPB LU Benchmark
Since the communication portions of the executions are more susceptible to VM overhead, we observe communication and computation times separately. We used the timers built into the original and MZ benchmarks to obtain these values. The original benchmark’s timers explicitly measure and report communication time. The MZ benchmarks measure the time it takes to exchange boundary values, which is the only process-level communication performed.

\[^4\] http://cpulimit.sourceforge.net/
Figures 1 and 2 show the overall communication and computation times with up to 8 nodes for the MZ benchmarks, using input classes A and C, respectively. We only show separate times when running 2 processes per node, since the 1 process-per-node executions experienced less than 5% virtualization overhead. The overall overhead for 1 and 2 process per node executions with Class A can be seen in Figure 3. The overhead was most significant when executing with the smallest input, as depicted in Figure 1. With the largest input, whose execution times are depicted in Figure 2, the computation times overshadow the communication overhead. The pattern is similar for the other executions. Computation time increases roughly linearly with the number of nodes for all configurations up until 8 nodes. The 8 node BM Class A executions exhibited longer than expected I/O times, so the overhead was less noticeable. Only the Class A executions had non-linear execution time scaling, due to the communication overhead.

Overall, the figures indicate that the total execution time is always slightly faster for the BM executions, except for the 2 and 4 node, multi-process Class A executions, which suffered significant slowdown when executed in the VM. Since CPU utilization is not high, we suspect that the larger overhead for multi-process executions is due to contention accessing the network interface. The fact that the overhead is more significant when multiple nodes are used suggests that there may also be overhead due to synchronization of computation and communication cycles among the nodes. The fact that the execution time varies so much for separate executions with 2 processes per node supports this point. The lower overhead with 1 process per node is also partially due to the fact that the VMM has an entire processor for itself.

4.2 WRF

As was expected after observing the performance of LU, WRF suffered large virtualization overhead for multi-process executions. Only the original LU benchmark with the smallest input size resulted in higher overhead. Single-process executions of WRF experienced minor overhead. The VM overhead is depicted in Figure 5. A noteworthy characteristic of these executions is that both input domains experienced similar overhead, unlike in LU, for which the larger inputs experienced less overhead. The cumulative CPU and I/O times of all processes for the two WRF domains showed similar distributions, despite the fact that the 75x4 domain took longer to complete.
4.3 Image Processing with FSL

4.3.1 Image Segmentation
Surprisingly, the virtualized executions of FAST were 10-15% faster for each of the 4 data sets. Since there is no communication involved, we expected the performance to be about the same. To help explain why the virtualized executions were faster, we profiled the system using Oprofile while executing the segmentations on each data set. The execution profiles were similar for all data sets, so we only show it for the first data set, in Figure 6. As can be seen, function $A$ has a disparity between the BM and VM executions. This function, which is the convolve function, is part of the bias removal which occurs before the segmentation algorithm. We determined that there is a 3-fold slowdown for 1/3 of the calls, specifically, when performing the convolution in the horizontal $k$ direction. We found that the BM executions result in 30 cache write misses at the first and second cache levels when iterating, whereas the VM executions never miss the cache.

Figure 6. Cumulative execution times for the 7 most time-consuming functions of the segmentation algorithm for one data set.

4.3.2 Image Registration
Comparing the VM and BM performance of the image registration experiments was not as straightforward as with the other applications. The algorithm used by MELODIC varies from execution to execution, even with the same input, due to a random component of the ICA algorithm used by MELODIC [18]. The ICA algorithm does not terminate until it converges, and the number of steps required until it converges depends on the random initial value. We observed anywhere from 63 to 136 steps before converging for identical executions.

While this variance makes it difficult to measure the effect of virtualization, one clear pattern is that the VM executions were consistently slower when simultaneously processing 2 data sets per node. When only one data set at a time was processed on each node, the average overhead was negligible. When all data sets were submitted in batch, the overall VM slowdown was 13%, 10%, and 13% for 1-, 2-, and 4-node executions, respectively. Figure 7 compares the completion times of each data set for the VM and BM experiments for isolated and 4-node executions. The relationship between the VM and BM executions is always the same, with the BM finishing slightly faster.

Figure 7. Completion times for the 20 data sets of the image registration job when each is run isolated (solo) and when using 4 nodes.

4.4 NPB EP Benchmarks
So far, we have seen the performance impact of very tightly-coupled parallel applications (e.g. WRF and LU) and very loosely-coupled parallel applications (e.g. MELODIC). The EP benchmark falls somewhere in between these extremes. The results for the EP executions suggest that there is no significant overhead. In fact, the VMs sometimes execute the program slightly faster. This suggests that the VM overhead is most sensitive to the frequency of communications. We omit these figures due to space limitations.

4.5 Collocation Effects
Based on the results shown earlier in this section, communication-intensive applications suffer high overhead when run in VMs, particularly when running 2 processes per node. It is of interest to see if the overhead could be mitigated by running serial jobs on collocated VMs. To do so, we ran experiments in which an FSL VM was collocated with one of the WRF worker VMs on the same physical machine. The CPU allocation given to the WRF VM was limited to 50%. The FSL VM was allotted 1 CPU, which was pinned to the second physical processor. The results are shown in Table 3. As the table shows, the 1 process-per-node WRF execution did not slow down significantly due to being limited to 50%, even with the CPU-intensive image registrations constantly executing. The 2 process-per-node execution was slowed down slightly, but it is a worthwhile tradeoff for highly utilized systems.

<table>
<thead>
<tr>
<th>Input #Nodes</th>
<th>Proc. Per node</th>
<th>Alone, 100%</th>
<th>Alone, 50%</th>
<th>Colloc., 50%</th>
</tr>
</thead>
<tbody>
<tr>
<td>75x4</td>
<td>8</td>
<td>1</td>
<td>2721</td>
<td>2772</td>
</tr>
<tr>
<td>75x4</td>
<td>8</td>
<td>2</td>
<td>3714</td>
<td>3714</td>
</tr>
</tbody>
</table>

5. PREDICTION MODEL ADJUSTMENTS AND PERFORMANCE
In this section, we discuss the changes made to the prediction model, based on the observations of the experiments. We then evaluate the accuracy of the updated model.
5.1 Model Modifications
As the results in the previous section confirmed, the overhead of running within a Xen environment depends on applications' characteristics, data input size, and runtime configuration. The overhead for computation-intensive portions of the execution is minor and predictable. The overhead for I/O portions is much larger. Guest domains in Xen incur overhead when translating memory addresses for direct memory access (DMA) devices, such as the network card, from the privileged domain (dom0) to the guest domain (domU). This translation is done in software on the version of Xen used [20]. Running multiple processes per node exacerbates this problem since additional contention occurs due to each process waiting for the translation. This behavior itself is difficult to model. The fact that communication-intensive and computation-intensive chunks of the execution scale differently complicates the performance modeling.

To address this, we modify the prediction methodology. Instead of modeling the wall clock time as a whole, we predict communication and computation time separately. For the computation time, the user time (i.e. CPU time spent in user space) collected by Amon was used. Communication time is not as simple to obtain using a lightweight monitor such as Amon. We use a simple estimator, $t_{io}$, or simply $iotime$, which is the difference between wall clock time and user time, as shown in Equation (2).

$$iotime = t_{io} = t_{wall} - t_{cpu} \quad (2)$$

Before evaluating the revised model’s ability to predict execution time, we test the efficacy of the values chosen to separate the CPU and I/O times by comparing them to the values of communication and computation time reported by the timers included with the NPB benchmarks. The computed correlation coefficients for all configurations of the VM executions of LU-MZ were 0.99 (computation) and 0.95 (communication). We consider this a good starting point for the model, hence, we use user time as the computation time estimate and $iotime$ for the communication.

We measured the synchronous MPI bandwidth of the BM and VM configurations using a simple ping-pong test\(^3\) that measures the bandwidth for transfers of different message sizes ranging from 8 Bytes to 1 MByte. The test was run 20 times and the average bandwidth of all runs was taken. The BM node was consistently about 40% faster throughout the range of message sizes evaluated. According to [21], the message sizes for the LU-MZ benchmarks range from approximately 220-350 KB for Class B to 600-950 KB for Class C, for systems with 2-16 processors. Since there is not much variation in the measured bandwidth for this range, the average of the 128, 256, 512, and 1024 KB measurements are used as the network bandwidth metric.

5.2 Prediction Results
The prediction model was evaluated using NPB and WRF. The resource consumption parameters used to estimate the computation times were: inverse number of nodes, inverse number of processes per node, and inverse memory bandwidth. To predict I/O time, the number of nodes, number of processes per node, and inverse of network bandwidth were used. The network bandwidth was adjusted depending on the number of processes per node. Runtime configurations consisted of using 1, 2, 4, and 8 nodes and 1 and 2 processes per node, for a total of 16 data points per experiment. The overall error was calculated using Equation (3), in which $io$ is the $iotime$ and $u$ is the user time.

The actual and predicted computation and communication values for the LU and LU-MZ benchmarks with up to 8 nodes are shown in Figure 8. The predictions were performed separately for each class and for each implementation (i.e. original and MZ), for a total of 6 sets of experiments. The mean and median prediction errors were 13% and 4%, respectively. The large average error was due to outliers caused by exaggerated communication predictions. This was due to using a linear model even though the communication behavior could not be modeled linearly. The results could be further improved, for example by using a non-linear predictor or by considering 1- and 2- processes per node executions separately. We leave this for future work.

$$error = \left(\frac{|io_{actual} + u_{actual} - (io_{estimated} + u_{estimated})|}{io_{actual} + u_{actual}} \right) \times 100 \quad (3)$$

The same experiments were repeated for WRF, using the same run time configurations and the jan00 and 75x4 domains. The actual and predicted execution times are shown in Figure 9. The mean and median errors in this case were 9% and 6%, respectively. The mean error was more tolerable for WRF by virtue of its longer execution time. The NPB results were skewed due to the higher error of the Class A predictions.

![Figure 8. Predicted and actual computation (dark colors) and I/O (light colors) times for LU and LU-MZ.](image)

![Figure 9. Predicted and actual computation (dark colors) and I/O (light colors) times for WRF](image)

6. RELATED WORK
There have been a number of different works covering the performance of different applications being run on the Xen-
enabled Amazon Elastic Cloud (EC2), such as data mining [22] and genomics [1]. The authors in [23] performed a thorough performance analysis on the EC2 resources to determine the performance impact of running HPC applications in the cloud. Rather than focusing on the performance of a specific cloud provider, we focus on the impact of the virtualization itself for different kinds of applications. This kind of information is useful for people interested in deploying their own cloud-like infrastructure or who are looking to take advantage of some other benefit of virtualization.

Virtualization impact has been studied as well. In [4], the authors evaluate the performance impact of Xen on the NPB and other benchmarks. They observe similar overhead on the high I/O benchmarks when run on a commodity cluster. They implement a method that achieves near-native performance, but it requires more expensive, InfiniBand based hardware. They only evaluate Class B of the NPB. In contrast, we focus on just the LU benchmark, but on different input sizes and on both the original and multizone implementations. This way, we can comment on how virtualization overhead varies according to input size as well as how different parallel implementations of an application are affected by virtualization. In [3], the authors perform several micro- and macro-benchmarks on virtualized and non-virtualized systems. The benchmarks they ran included some NPB benchmarks, but only Class C. In addition to the other applications we analyzed, we ran Class A and B of the NPB, which happened to have more overhead, which we believe is an important observation. While their results are indicative of less performance overhead from virtualization, even their bare metal executions have a lower computation to communication time ratio, which can be due to some other issue. One possibility is a larger amount of memory bus contention, since their infrastructure consisted of 4 cores per physical node. The study in [24] also uses the NPB and HPCC benchmarks to evaluate Xen overhead. They use more low-level profiling details such as the number of TLB and cache misses. While their results are interesting, they find that they cannot achieve their goal of characterizing VM performance by application. Furthermore, the data they collect is too in-depth for the performance prediction approach we use.

To summarize, our work enhances existing knowledge about virtualization impact by analyzing a broad range of parallel applications with different communication characteristics, giving insight as to how their virtualization overhead may vary depending on the applications’ characteristics, input characteristics, and the execution platform’s runtime configuration. Our work attempts to provide additional performance-related details in the context of the applications tested and uses this information to modify an existing performance prediction model. This model will be used for performance-aware scheduling that is part of future work.

Performance prediction, for job scheduling and other applications, has been researched extensively. While performance aware scheduling has been explored in works such as [5], we attempt to look into specific problems that arise when scheduling with VMs rather than on physical machines. A thorough summary of existing performance prediction approaches is beyond the scope of this paper. Essentially, the methods that have been presented can be broken down into two general categories, simulation-based and historical. The latter include statistical methods (e.g. [25][26][27]), machine-learning methods (e.g. [27]), etc. Simulation-based methods (e.g. [28]) rely on detailed knowledge of the execution performance of the hardware and software involved. Methods based on historical runtime information are preferable for job scheduling. For one, due to the complexity of modern processors and the heterogeneity of HPC systems, creating accurate simulation models is quite difficult. Also, the execution behavior of a program varies due to changes in memory state, active processes, etc. Another reason is the need for fast response time (e.g. for making scheduling decisions). Simulation-based methods are more computationally intensive due to the complex modeling involved. Finally, historical methods do not require that the model account for every individual hardware component involved in the applications’ execution.

7. CONCLUSION
We have shown the execution time impact of virtualization for scientific applications with different levels of inter-process synchronization requirements. We found that the virtualization overhead is usually below 10%, but can be much higher with communication intensive and/or highly synchronized parallel applications running multiple processes per node. In fact, over 200% overhead was seen for one of the tested applications. On the other hand, it is possible for an application to execute faster in the virtualized environment, as we noticed with the image segmentation software we tested. Parallel applications that have fine-grained communication behavior have more overhead than those that communicate more sparsely. The results for the applications we evaluated corresponded with this; i.e. the most tightly coupled was WRF, followed by LU, LU-MZ, and then EP and the magnitudes of their performance impacts were also in that order, except for very small inputs. We find that the slowdown can be mitigated by collocating high-overhead applications with low-overhead applications. Doing so may also help avoid starvation of short jobs in a batch environment.

We also examine the efficacy of using an existing execution time prediction methodology in the virtualized environment. To account for the disproportionate virtualization overhead of I/O operations, we modified the predictor such that it distinguishes between computation and I/O time. After this modification, the average execution time prediction errors were within 13%.

In the future, we will fine-tune the prediction model’s ability to predict I/O times. The model’s ability to predict execution times of collocated jobs will then be evaluated. These enhancements will make it more suitable for making resource allocation decisions for scheduling batch jobs. We will also continue to evaluate the virtualized performance of different applications to gain a deeper knowledge of virtualization impact.
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