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ABSTRACT

This Partnership for International Research andcition (PIRE)
is a b5-year long project funded by the National eSce

Foundation that aims to provide 196 internatioresearch and
training experiences to its participants by levargg the

established programs, resources, and communityhef Liatin

American Grid (LA Grid, an international academitandustry

partnership designed to promote research, educatod

workforce development at major institutions in th8A, Mexico,

Argentina, Spain, and other locations around thddyoln return,

PIRE will take LA Grid to the next level of researand

education excellence. Top students, particularigeurepresented
minorities, are engaged and each participant wideive multiple
perspectives in each of three different aspectotiéboration as
they work with (1) local and international reseansh in (2)

academic and industrial research labs, and on &jcband
applied research projects. PIRE participants witjage not only
in computer science research topics focused onspgeaent
cyberinfrastructure enablement, but will also bepased to
challenging scientific areas of national importansech as
meteorology, bioinformatics, and healthcare. Dutimg first year
of this project, 18 students out of a pool of 6®laants were
selected; they participated in complementary PIRSearch
projects, visited 7 international institutions (spang 5 countries
and 4 continents), and published 9 papers.

Categories and Subject Descriptors

D.2.9 Management]: Life cycle, Productivity, and Software
process models; D.2.®{ogramming Environments]: Graphical
environments, Integrated environments, and Intemact
environments; D.2.20esign Tools and Techniques]: Modules
and interfaces, Top-down programming, and Userfaxtes;
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1. INTRODUCTION

This Partnership for International Research andcktion (PIRE)
project engages top computer science studentsjcydarty

underrepresented minorities, in a unique and laogée
international partnership through an innovativeeagsh model.
Our PIRE model of collaboration is based on thecsssful
experiences from our Latin American Grid initiatifeA Grid,

pronounced “lah grid,” http://www.latinamericangadg), an
international academic and industry partnershipiges to
promote research, education and workforce develaptheough
collaboration with major institutions in Mexico, gentina, Spain,
and other locations around the world.

LA Grid has developed aglobal living laboratory where
researchers are empowered to build new researthepstiips and
explore the synergies of their strengths in thfemmatic areas:
cyberinfrastructure applications, cyberinfrastruettintegration,
and cyberinfrastructure enablement. The PIRE ptrogéms to
provide international research and training opputtes to its
participants by leveraging LA Grid's establishedognams,
resources, and community; its activities are exqubtd take LA
Grid’s living laboratory to the next level of resela and
education capacity by providing its participantshwthe support
needed to prepare for and facilitate in-persorabaltation.

LA Grid synergistically combines research, educatiand
workforce development activities by identifying apdomoting
excellence via programs that increase student expogo
academic and industry research and developmentinfowative
LA Grid model is resulting in a strong and succalsghrtnership.
IBM's LA Grid Scholars program provides its partiating
students with research, mentoring, and industryerirship
experiences. Our PIRE-enabled teams will draw uganlarge
pool of Hispanic students participating as LA G8dholars at
Florida International University (FIU) and Floridatlantic
University (FAU).



The PIRE project is a university/industry collaiara between
the FIU's School of Computing and Information Sces, the
FAU's Department of Computer Science and Engingerthe
Barcelona Supercomputing Center (BSC, Spain), |IBadsdrch
Worldwide (China, France, India, Japan, USA), tmstituto
Tecnoldgico y de Estudios Superiores de MonteridE$M,
Mexico), Tsinghua University (China), the UniveysNacional de
La Plata (UNLP, Argentina), and the Universitat iféghica de
Catalunya (UPC, Spain). Each excels in cyberinfuasare (CI)
research over a range from basic to applied, act peovides
resources that are leveraged as an agile sharedimyhstructure
capable of supporting Cl enablement and integratisearch, as
well as Cl-enabled applications such as hurricangégation,
bioinformatics, and healthcare communication agpibns.

By coordinating closely with our partners, we coctdtesearch
experiments that integrate resources from superaterg to
desktop PCs. The PIRE research teams each cohsigiroup of
world-class experts specializing in areas rangimgfdistributed
computing theory to meteorology; each group buitds the
research strengths of other groups in a synerdésttuon.

In the rest of this paper, we first introduce thRIP collaboration

model in Section 2. Next, we introduce the PIREeamsearch in
Section 3. Major research and education activaresdiscussed in
Section 4 followed by the report on our researchtrifoutions in

Section5. Finally, we conclude this paper in Set8.

2. COLLABORATION MODEL

High-performing students, who have aspirationsaim edvanced
degrees, will be recruited into the PIRE Triandiesn the LA
Grid Scholars program (described above); most héle had
prior research experiences via that program. OREPTriangle
Model, depicted in Figure 1, ensures that eachigygent will
receive multiple perspectives in each of threeedtfit aspects of
collaboration as they work
with Q) local and
international researchers, in
(2) academic and industrial
research labs, and on (3)
basic and applied research
projects. These Triangles f
leverage the diversity of our
partners’ research interests,
their spread around the
globe, and their nature. All
PIRE students and
researchers will participate
in evaluations of the PIRE
Triangle program to ensure the program is effettiemhancing
student research experiences and contacts.
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The CI research envisioned by the LA Grid commuyretyabling
scientific and business applications to use aneasfilared ClI,
requires the participation of both academic andigtiy research
participants. This research diversity allows usdpture the needs
of these communities and to provide solutions #Hutiress these
needs. By providing researchers with access to int¢hnational
academic and industrial research experiences, wemizz the
professional exposure participants receive andeass their
contact portfolio, thus enhancing a resource thdy meed in
order to create additional international reseaadtaborations.

LA Grid was co-founded through the efforts of Flddahigh-
ranking IBM corporate executives who support thiéidtive by
engaging preeminent IBM researchers, distinguisbegineers,
and IT consultants to participate in LA Grid's aties. This
corporate support creates visibility for the irtitte throughout
the company, which creates further opportunitiesr fo
collaboration. The LA Grid partnership is alreadiiowing
successful outcomes. Since January 2006, LA Gridhiedd three
international research summits and one workshopl has
involved 35 LA Grid Scholars via internships, extéel
mentoring, and research projects. Over 40 facudynbers at LA
Grid institutions are participating in several jpiasearch projects
using our global living laboratory shared CI, whiclkeludes over
1,000 processors as well as computing capacity be t
MareNostrum Supercomputer at the Barcelona Supgrating
Center with over 10,000 processors.

The PIRE-enabled international research progratarigeted to
provide at least 196 international research anccatthn travel
opportunities to its participants. Students will lable to
experience research abroad, including trips to t@amthat are
emerging rivals in the global Information TechnolodIT)

marketplace, such as India and China. The diversify
collaboration available to participants captures #pirit of our
LA Grid partnership and our commitment to reseagbellence
while enabling participants to create the lastingtacts they will
use to create new international collaborations ughmut their
careers, thus effectively serving the PIRE Progsagoals.

During Summer 2008, 18 students out of a pool o&pglicants
were selected. The student participants receivetural and
language training prior to their trips and wereegithe option of
receiving academic credit for their internationedearch projects.
Each student worked under the supervision of &t leae faculty
member at FIU/FAU and one faculty member at oneoof
international host institutions.

3. CORE RESEARCH

Cyberinfrastructure is an important enabler for aging

research discovery and industry applications. &dize Cl's full

potential, domain scientists need to be able tdlyeasn their

existing applications on the CI available to thdhe scientists
also need to be able to design their future apidica in a way
that allows them to take advantage of an ever-dhgngnd
growing CI. Large-scale software systems like thesater
Research and Forecasting (WRF) model have beeroped:to
perform tasks such as emulating meteorological \iehaThe

scientists developing these models need to betatiencentrate
on developing better models, not on re-developirair tsoftware
to take advantage of ClI.

Cl aims to radically simplify the manner by whictientific and
business domain experts develop, use, and maimsafitwvare
applications over distributed computing resouré¢éswever, the
current tools used to create Cl applications follavibottom-up
approach and present two problems: (1) they areeribo
generic and do not provide the right level of abstractiorallow
experts in diverse domains to easily “code” thepliation logic
(e.g., CORBA, Web Services, and CASE Tools); or (2) they
too specific, in most cases following a stove-pipe development
process, resulting in rigid and expensive solutitimst do not
promote the reuse of commonalities across domains.



Our research aims to develop methodologies, ptagpand tools
for better enabling Cl applications in a way thases the
application development process and make resudtppdications
more adaptive to future changes of Cl. Our appro&th
characterized as application-driven (hence “topsuywy basing
and focusing our investigation on (1) supportinge@ablement
for a few carefully chosen critical application dains, eg.

weather modeling, life sciences, and healthcared &8)

developing common methodologies, services and tdols
developing Cl-enabled applications in these domalnsour
approach, we factor out common services that carrebeed
across domains. This will ensure that our toolsehdévoad
significance and utility to a range of applicatiptisus avoiding
the tendency for tools to be too generic to be céffe.

Specifically, we address the following key challesg

1. High-level Visual Interactive Development Environment (IDE):
What is the appropriate IDE for domain experts dsilg specify
the logic of their applications? Do IDEs targetext fifferent
domains have many common properties? Is it possibtkevelop

a common IDE that supports multiple domains? Are th
workbenches being developed and used by domairrtexjpelay
the right solution?

2. Automated Code Generation and Software/Hardware Reuse:
How can we automate the generation of executalde éom a
high-level specification provided by a domain expddow can
we reuse the existing software and hardware commsraamd map
abstract specifications to concrete resources deroto execute
the application?

3. Hiding the Heterogeneity of Cl Architectures: How do we hide
the details of heterogeneous CI architectures asdurces and
provide a virtualized interface for application d®pment while
addressing efficient resource utilization?

We hypothesize an enabling application developnpemadigm
called Transparent Cyberinfrastructure Enablem&6H), whose
goal is to allow domain experts to effectively eegs the logic
and software artifacts of domain applications whiiding the
details of the ClI architecture, software, and hamwstack. This
TCE paradigm will serve as the foundation for thadg of

application development methodologies, platfornmgl tools that
will significantly ease Cl-enabled application dieyament (hence
broadening CI utilization) and make applicationsrenportable
and adaptable to future changes of Cl. We belieae€l utilizing

the TCE paradigm will be agile, flexible, and cajeatf serving a
broad set of scientific and business communities.

Under the LA Grid project, FIU, FAU, and their paets have
established a globally-integrated research andagaucprogram
to respond to the above challenges and to reali4e. We have
taken a divide-and-conquer approach that allowtouackle the
above challenges in parallel. For the first chajlenwe have
identified three nationally-important domains @if Applications.

For the second challenge, we have established demuof Cl

Integration projects that enable aggregation and discovedats#,
visualization of data, and weaving of high-level €iablement
services into the logic of domain-specific applicas. For the
third challenge, we have established sevetal Enablement

projects that provide a layer of abstraction on top
heterogeneous CI architectures by offering higlellservices.

PIRE supports the largely underrepresented studehts are

engaging in these state-of-the-art and forwardilogpkesearch
projects to extend their research and training espee by
sending them abroad to collaborate with our intéonal

partners. PIRE provides its participants with aquei opportunity
to engage not only in computer science researdbgdpcused on
cyberinfrastructure enablement andintegration, but also exposes
them to challengingeyberinfrastructure applications. A brief

introduction to these projects in their respectivategories
follows.

Cyberinfrastructure Applications. We have selected three
challenging scientific and nationally important &iplication
areas, meteorology, bioinformatics, and healthcasethe initial
target areas of our research.

1. Hurricane Mitigation Applications: We aim to mitigate the
impact of hurricane landfalls by providing accurated timely
information to enable effective planning [1-4].\Week to develop
a high-level modeling platform that allows meteogists to more
easily use the Weather Research and Forecasting-\Wdel

and to develop new meteorology models adaptabttfferent Cl

configurations. PIRE researchers will address ehgihg

questions such as the expressive power of workflovguages
[5], and the efficiency of the generated WRF code.

2. Bioinformatics Applications. We model and analyze biological
systems, especially systems involving genetic naterto
understand the root cause of several disordersdisehses in
human body. In the past, to accomplish their tasidogists have
been forced to learn a wide range of Cl technokd®RE seeks
to design and develop specialized visual toolshiotogists so
that they can easily develop and use bioinformatjmslications
without the need to become ClI experts.

3. Healthcare Communication Applications. There are many
complex needs for communication and data sharirftgaithcare
and telemedicine. These communications not onlyolires
different mediage.g., voice, video, text, and images, but also need
to follow certain workflow processes, ensure pdtjgivacy, and
allow exchange of data from distributed sources amtlical
information systems. PIRE aims to develop a systiemaodeling
approach and visual modeling language/tools thi@walis to
easily describe various healthcare communicatiovices in the
form of communication schemas. With the support of
Communication Virtual Machine (CVM) technology [&uch a
schema can be automatically synthesized and exktotesalize
complex healthcare communication services on demand
transparent of, the underlying Cl infrastructuréhaut the need
for costly custom system development.

Cyberinfrastructure Integration. Every Cl application involves
complex data analysis and model development froge lamounts
of data. It becomes very costly if all the appiicas need to
develop their own software packages. We aim to ldpve
reusable, scalable, and reconfigurable softwarendveork to
address these issues.

1. Data Mining Software Tools: Our goal is to design algorithms
for analyzing large amounts of spatial and/or terapdata and to
develop software toolkits that can apply these rilgms for
mining domain-specific data.

2. Visualization Software Tools: It is well-recognized that
information-rich visualization can help users urstiend and



interpret patterns in data [7]. Recent visualizaticesearch

projects lack the necessary support required fomeging

efficient on-demand visualizations in a resourdeieht and

timely manner. We plan to design tools that enaldle the

creation of a transparent network between the uaers the

distributed locations where the data is situatend &) the

visualization and rendering of distributed largetad&olumes,

since only the reduced data sets and/or the disedve
data/features need to be transferred across theriet

3. Transparent Grid Enablement: Current standards for cluster
and grid programming have made significant progiaskiding
the heterogeneity of the underlying devices, netwmnotocols,
and middleware layers from application developdiswever,
developers are still expected to develop complexallgh
algorithms and programs. PIRE will investigate awne
programming paradigm called Transparent Grid Emabéte
(TGE), which enables aseparation of concerns in the
development and maintenance of the non-functiomaicerns
(i.e., the parallel code) and

communication schemas. These schemas can be iattdnt
negotiated, synthesized, and executed on-demandupport
various forms of communication and data exchariges avoiding
the need to develop and deploy costly custom conuation
systems. PIRE will further pursue in-depth studyafious CVM
design issues, including its interfacing with hetEmeous
architectures and the composition of underlyingriastructure.

Synergy among the research projects

It has been our strategy to select the projectsofor LA Grid
international research teams in such a way thafptbgects are
mutually complementary and collectively support theal of
transparent Cl application enablement, followinge tlore-
mentioned application-driven approach. As our natea
progresses, the technologies and their associatdsl developed
in these projects will form CI application enabliptatforms at
different levels of abstraction. Although the puije described
above are self-contained and are valuable in their rights, the
synergy between the different projects discussedveabis

the functional concerns (i.e., CI Applications L ayer

illustrated in Figure 2. First,

the application logic) of ) . ) the .prc.)jects in_ the .CI
scientific applications Hurricane Bioinformatics Healthcare Applications Layer  will

' Mitigation Apps. Applications Comm. Apps. identify the requirements and
Cyberinfrastructure (US, ES) (Us, MX) (Us, cN) provide methodologies,
Enablement. Cl enablement e —— frameworks, and modeling
includes several projects ntegration —ayer tools that enable domain
aimed to hide the Data Mining Visualization Transparent Grid experts to model, design, and
heterogeneity of underlying || Software Tools i Software Tools Enablement code their applications with

(US, CN) (US, ES, MX) (US, ES, MX)

Cl hardware and software,

minimal attachment to the

and to provide CI Cl Enablement Layer

underlying Cl. In designing

integration/application and developing these
projects with virtualized and Autonomic Meta Scheduling f| Communication “application interfaces,”
interoperable CI services. Resgufjclf '\Aﬂgm- & JBZFE;V mgm- VirtuSISMg,\Clhine common high-level,
1 Aut } R (EEbI ) (L0 B 1Y) (US. CN) application-oriented
M u onotr_nlg esolu_rCf ol e functions, components, and
anagement. ur goat 1s to . ) tools are extracted and
support Cl applications with Supercomputers and Clusters of Workstations, PC .
: ) ; ) packaged into the CI
robust and self-regulating desktops and Workstations, Mobile and Wearable Devices B .
. Integration Layer, which
mechanisms for resource Figure 2: Relationship among the different projects. The International Country Codes provides services that can be
management. These are used to indicate the countries involved in each project: US: USA, ES: Spain, MX:

mechanisms provide high-

Mexico, CN: China, JP: Japan, IN: India, and AR: Argentina.

reused by other applications

level quality-of-service (QoS) support for applioat execution
on top of Cl that has heterogeneous resources tiffarent
computation, storage, and network performance peatens

2. Meta Scheduling and Job Flow Management: We aim to
support Cl applications with resources located arahaged in
different logical and/or physical domains using amstheduling
and job flow management techniques. We addressstues of
interoperability in different approaches to methestuling and
job flow management to realize an infrastructurat fbrovides a
uniform access to resources across different irntits.

3. Communication Virtual Machine (CVM). We aim to develop a
Cl-transparent communication technology that wilpgort the
automatic generation of communication solutions. MCV
represents a paradigm shift on how communicatiguliegtions
are conceived and delivered. Its design draws fnoodel-driven
engineering [8, 9], communication middleware [1&}d software
virtualization and service-oriented architectul@¥M supports a
modeling approach, in which complex, and possibgmdin
specific, communication services can be modeled

as

in the targeted domains. The
projects in the Cl Enablement Layer will providestgm-level
services and tools to support efficient and traresmpa
management and utilization of heterogeneous CI uress
through uniform virtualized interfaces. Such segsiawill make
applications even more adaptable to changes oftierlying
infrastructure.

4, RESEARCH & EDUCATION

The PIRE faculty members completed five internatldravels to
China, Argentina, Spain, Mexico, and India. As aricome of
these travels and extensive meetings and intemstio
teleconferences, nine international partners (namiharcelona
Supercomputing Center, Universitat Politenica de&albaya, IBM
China Research Lab, IBM India Research Lab, Irstitu
Tecnoldgico y de Estudios Superiores de Monterfigimghua
University, Universidad de Guadalajara, Universid\ational de
La Plata, and Universitat Pompeu Fabra), which sfige
countries, pledged to receive our students.



We received 68 applications from FIU and FAU studerOf

these, 27 students were selected as PIRE partisipand 26

students accepted their roles as such. These ssugarticipated
in a semester-long cultural and language trainimggam that
focused on the country where they will perform theisearch.
The training sessions, which used a mixture oférspn and on-
line sessions, focused on a small survival vocapulecluding

technical terms and useful phrases. Proper cultbeddavior,

business etiquette, and differences in manners alsoeaddressed
in each course.

Eighteen of the 26 PIRE participants finished thest PIRE
travels during the summer of 2008. Out of the tofal8 students,
9 students were from FIU and 9 were from FAU; 1ishts were
graduate and 6 were undergraduate students. Twiormped
collaborative research on thattern Based Fault-Tolerance at
Workflow Management Systems andCompass: Cost of Migration-
aware Placement in Storage Systems projects at IBM's India
Research Lab in New Delhi. Two performed collabhgeat
research on th@®usiness Constraint Based Testing Generation
and Multimedia Database and Information Management projects
at IBM's China Research Lab in Beijing. They weria¢d by four
students who worked dbata Mining for Video Transcoding and
Encoding, Systematic Study of Emerging Solutions and Standards
for Multimedia on the Web, and A Model Driven Engineering
Framework for Migrating Web Applications to Mobile Devices at
Tsinghua University. Three students worked Rininformatics
Algorithms for High Performance Computing, Web Accessibility
for the Hearing Impaired, and development and integration of
several patterns for fault-tolerant and secure web services
projects at the UNLP in La Plata, Argentina. Fotmdents
worked on Gene Selection for Cancer Classification, Data
Mining and Machine Learning Cross Validation over Distributed
Networks, and The Grid Enablement and the Performance
Analysis of the Weather Research and Forecasting (WRF) code
projects at the Barcelona Supercomputing Centematidfaculty
of the UPC in Barcelona, Spain. The final threelshis traveled
to UdG in Guadalajara, Mexico and worked on Yeb-Based
Hurricane Weather Forecasting Portal and Improving the
Efficiency in Genomic Analysis projects. Each student's trip lasted
8 to 10 weeks. Students posted regular blog itemngha
pire.fiu.edu website; these posts focus on the arebe they
performed, the relationships they built, and tlaevét experiences
that they had. Four additional students are exgetetravel in
the Fall of 2008 and four more in the Spring of 200he next
cohort of PIRE participants will be recruited inllF2008 and will
receive cultural and language training in Sprin@20

5. RESEARCH CONTRIBUTIONS

A brief summary of the research contributions magehis first
group of students follows.

Cl Integration: Out of the three main ClI integration areas that we
proposed, so far we have produced some contribgitionthe
Transparent Grid Enablement.

For Transparent Grid Enablement, we realized thatet is a
pressing need to provide a range of users withrateand timely
information that can enable effective planningdad response to
potential hurricane landfall, so to mitigate theaditrous impact of
hurricanes. There is a need for the Grid-enableroétite WRF
code such that it can utilize resources availalvlepartner

organizations. A preliminary prototype of our Gistabled WRF
based on ensemble weather forecasting is now alaildhe
transparent grid enablement methodology that isafrtke major
outcome of this research will be applicable to gnithblement of
similar scientific applications.

Cl Enablement: Below, we summarize our contributions in the
three areas of our proposed CI enablement.

For Autonomic Resource Management, we identifieat th a
Grid computing environment, resources are sharezhgma large
number of applications. Brokers and schedulers fimatching
resources and schedule the execution of the afiphsa by
monitoring dynamic resource availability and empigypolicies
such as first-come-first-served and back-fillingo Tsupport
applications with timeliness requirements in sucleavironment,
brokering and scheduling algorithms must addresadatitional
problem - they must be able to estimate the exacutme of the
application on the currently available resource® Wopose a
modeling approach to estimating the execution tiofielong-
running scientific applications. The modeling ammio we
propose is generic; models can be constructed byelyne
observing the application execution “externally”tlvdut using
intrusive techniques such as code inspection drumgentation.
The model is cross-platform; it enables predictigithout the
need for the application to be profiled first oe tlarget hardware.
To show the feasibility and effectiveness of thppmach, we
developed a resource usage model that estimatesxtmution
time of a weather forecasting application in a mllister Grid
computing environment. We validated the model thhou
extensive benchmarking and profiling experimentd abserved
prediction errors that were within 10% of the meadwalues.

For Job Flow Management, we realized that the di@twf job
flow applications is a reality today in academiad andustrial
domains. Current approaches to execution of jolwdlmften
follow proprietary solutions on expressing the ftiws and do
not leverage recurrent job-flow patterns to addfes#ts in Grid
computing environments. We provided a design smiutio
development of job-flow managers that uses standard
technologies such as BPEL and JSDL to express|gisfand
employs a two-layer peer-to-peer architecture witeroperable
protocols for cross-domain interactions among jol+fmangers.
In addition, we identified a number of recurrindpjfiow patterns
and introduce their corresponding fault-tolerantttgras to
address runtime faults and exceptions. Finally, keep the
business logic of job flows separate from theirItfanierant
behavior, we used a transparent proxy that intéscgb-flow
execution at runtime to handle potential faultsngsa growing
knowledge base that contains the most recentltiftehjob-flow
patterns and their corresponding fault-tolerantgpas.

For Meta Scheduling, we realized that the majordleuron
accessing shared computing resources from coopegrati
organizations is their heterogeneous meta-schegltrimeworks.
To address this problem, we proposed a hybrid ambro
combining hierarchical and peer-to-peer architesturfor
flexibility and extensibility of these systems. Weroduced a set
of protocols to allow different meta-scheduler @mstes to
communicate over Web Services. Interoperabilitynveen three
heterogeneous and distributed organizations (hamBS¢, FIU,
and IBM), each using different meta-scheduling tedtbgies, was



demonstrated under these protocols and resourcelsnoesing the
first version of our protocol.

For Communication Virtual Machine (CVM), a protoiyal

intuitive communication modeling language (CML) foodeling
user communication requirements has been developée.
developed two equivalent variants of CML: the XMaded (X-
CML) and the graphical (G-CML). The former is thersion that
CVM understands and processes, while the lattethés user-
friendly graphical form. G-XML is analogous to tEeR diagram
in the database domain. These two variants carutmmatically
converted to each other. A CVM prototype has begriémented
using the following technologies. A Web-based ustrface has
been deployed with the Opera 8.5, a voice-enabledder. This
prototype enables creation, modification, and usé

communication schema instance using voice commaiitis.
technologies used at the browser side are HTMLaskaipt for
dynamic effects and the program logic, and XHTML+&éofor

voice conversation. Part of the Javascript codes us8AX

technology (Asynchronous JavaScript and XML) to enakeb
requests and responses in the background, withavind to
refresh the web pages. The rest of the CVM layerduding

another user interface (currently being the mostatgd version
of our Ul), are implemented in Java, deployed achesde. JAIN
SIP and Java Media Framework (JMF) are used fotraband

data communications, respectively. Finally, we uS&R (SIP
Express Router) server for registration and presemd Asterisk
for connection to PSTN and audio mixing.

6. CONCLUSION

PIRE is an opportunity to bring together a globatwork of
researchers, faculty members, and students currdigtributed
across global distances. PIRE will develop a bofiytheory,
techniques, and tools that will facilitate a morffedive and
broader global CI. It will also help build collatadions between
scientists from different nations with very diffatecultures,
traditions, and infrastructures, thus demonstrangnodel for
making an international CI available for solvingitical and
nationally important complex problems. The preliarin results
from the first year of this project is promisingdawe believe that
our global living laboratory will have profound imgt on the
effectiveness of international collaborative reshar on
cyberinfrastructure and on generations of reseasch&he
successful PIRE-enabled projects will provide a pawadigm for
transparent cyberinfrastructure enablement supgorty a
concrete methodology and numerous tools and serviseful to
researchers and developers in academia and industry

FIU is the leading Hispanic computer science degneslucer
among those ranked as Research Universities thet high or
very high research activity by the Carnegie Fouiodaf11].

Presently, Hispanic participation in the US IT istty is the
lowest among underrepresented groups; this repsesen
significant threat to US competitiveness [12]. inag Hispanics
to participate in the US IT industry is imperatite the US'’s
ability to compete in foreign markets.

PIRE is impacting FIU and FAU faculty doing resdarand
teaching by allowing them to benefit from the ebshed
international research collaborations as well asnfthe global
living laboratory. The research findings as wellths tools and
services developed in the research projects cancoeporated in

computer science and IT curricula. This project dédmonstrate a
proof-of-concept of the effect of making such ateinational Cl

available for solving critical and nationally-impant complex

scientific problems. PIRE will have profound impaoh the

effectiveness of international collaborative reskasn Cl and the
creativity and effectiveness of diverse generationsome.
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