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A BST R A C T 

We present an adaptive music tagging system, which al-
lows users to tag their music collections by mood. In addi-
tion, the system tracks l-
ters the mood classification to classify songs in the same 
way that the user would. This is done through retraining of 
SVMs. The result is a set of SVM classifiers that are unique 
to each individual. 

1. IN T R O DU C T I O N A ND M O T I V A T I O N 

 
number hundreds or thousands of songs, there is a need for 
new ways to categorize music and organize songs automat-
ically. This has led to research on indexing and classifying 
music by mood or emotion. However, music can make dif-
ferent people feel different thing. A song that makes one 
person happy may make another angry, depending on each 

nd tastes. Therefore songs need to be 
able to be classified in a way that is unique to a given user. 
 

2. SYST E M D ESC RIP T I O N 

The adaptive music mood tagger interfaces directly with a 

get information on the song currently playing. When the 
program starts up, the user is prompted to select the folder 
where his music is stored. The program then runs through 
all the songs in the folder and extracts low level audio fea-
ture information from each song, such as MFCC and spec-
tral features. From there, the user can select tags for the 
song currently playing: Happy, Sad, Angry, Peaceful, or 
the user can type his own tags (see Figure 1).

 
F igure 1.  

The system classifies songs using support vector machine 
(SVM) binary classifiers. Each emotion has its own binary 
classifier, with one more classifier for the user tag. Each 
emotion classifier is initially trained using a base dataset of 
previously classified songs. This allows the system to show 
initial predictions for each song. The user can then choose 
to either keep the tags the system initially predicts, remove 
them, or select different tags. 

3. F U T UR E W O R K  

The eventual goal of this work is to collect a ground truth 
of unique user classifiers. To this end, this program will 
soon be adapted to collect user classifiers and store them in 
an online database or repository, along with information on 
each user such as age, gender, personality, and musical 
tastes. Eventually, this background information will be used 
to personalize the tagger more quickly by grouping the user 
classifiers by this background information and starting with 
a more tailored classifier when the program initially starts. 
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