Association rule mining with a correlation-based interestingness measure for video semantic concept detection
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Abstract: Content-based multimedia retrieval and automatic semantic concept detection research areas have been motivated by the high demands of multimedia applications and services. Due to its high efficiency and good performance, association rule mining (ARM) has been adopted to discover the association patterns from the multimedia data and predict the target concept classes in various media types. As a rule-based method, ARM faces the challenges on rule pruning in both rule generation and rule selection stages. Such challenges could be addressed by utilizing proper interestingness measures, and therefore an interestingness measure plays an important role in association rule mining and multimedia retrieval research. In this paper, a video semantic concept detection framework that uses ARM together with a novel correlation-based interestingness measure is proposed. The interestingness measure is obtained from applying multiple correspondence analysis (MCA) to capture the correlation between the features and concept classes and to bridge the semantic gap between low-level features and high-level concepts. This new correlation-based interestingness measure is first used in the rule generation stage, and then reused and combined with the inter-similarity and intra-similarity values to select the final rule set for classification. Experimented with 14 high-level concepts from the benchmark data provided by the TRECVID project, our proposed framework achieves higher accuracy than the other six classifiers that are commonly used in multimedia retrieval and concept detection.
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1 Introduction

Motivated by a large number of requirements in multimedia retrieval applications and services, including the sports video summarizers, content-based video search engines, personalized video collections, etc., automatic video semantic concept detection has been rapidly developed (Lew et al., 2006; Snoek and Worring, 2008). For example, detecting the high-level concepts such as face and hand from the video camera would help in security check, building and street from video games could be used for navigation, and the scenes with urban and waterscape would assist the users who are planning a trip. Moreover, some users may be interested in the collection of the videos with the vegetation or sky; some users may search for the videos with the semantics of a person or the crowd. Classification using association rule mining (ARM) for video semantic concept detection has been
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studied (Lin et al., 2007; Zhao et al., 2007), taking advantages of both classification and ARM techniques.

There are two main stages in classification using ARM (Liu et al., 1998). The first one is the stage of association rule discovery or rule generation, and the other one is the stage of association rule selection or rule ranking. As a rule-based method, the ARM approaches face the challenges on rule pruning (Thabtah, 2006) in both stages in order to reduce the time and space cost in the mining process. To address these challenges, effective interestingness measures, one of the core elements in generating rules and selecting rules (properly pruning the rules), can be utilized. In the rule generation stage, the interestingness measures are used to discover the feature-value pairs and remove the un-interesting feature-value pairs. The mining efficiency could be improved in this stage by using the frequency count (support) in the traditional ARM algorithms. In the rule selection stage, the interestingness measures are used to rank the candidate rules and prune the low-ranked rules. The mining accuracy could be improved in this stage by applying the evaluation criterion (confidence) in the traditional ARM algorithms. One of the well-known algorithms is Apriori (Agrawal and Srikant, 1994) which utilizes the interestingness measures to discover the frequent feature-value pairs satisfying the minimum support value and select strong rules satisfying the minimum confidence value.

In this paper, a novel video semantic concept detection framework facilitated with a correlation-based interestingness measure for association rule generation and selection is proposed. MCA (multiple correspondence analysis) is utilized to evaluate each of the extracted low-level features and the classes and then generate the 2-feature-value pairs as the rules that better represent each investigated concept. Next, the correlation information obtained from MCA in the previous stage is reused and aggregated with the inter-similarity and intra-similarity values of the rules to rank the candidate rules. The selected rule are used for classification that the concept class is determined by the majority class of the matched rules. To evaluate our proposed framework, the high-level concepts and videos from TRECVID 2007 and 2008 (Smeaton et al., 2006) are used, and the performance is compared with the well-known decision tree classifier, support vector machine classifier, Neural Network classifier, Kth Nearest Neighbor classifier, AdaBoost classifier, and one rule based JRip classifier. Overall, our proposed framework outperforms all six classifiers on both recall and F1-score values which are commonly used criteria for accuracy evaluation.

The paper is organized as follows. Section 2 presents the related work utilizing different interestingness measures for ARM. In Section 3, the proposed framework is presented and detailed discussions on its different components are provided. Section 4 discusses the experiments as well as the analyses of the results. The paper is then concluded in Section 5 and future work is also discussed in this section.

2 Related Work

Typically, there are three categorized interestingness measures for generating and selecting rules: objective measures, subjective measures, and semantic measures (Geng and Hamilton, 2006). The objective measures are calculated based on
probability, statistics, distance, or information theory. Most of the criteria depend only on the data characteristics, such as conciseness, coverage, reliability, peculiarity, and diversity. In (Malik and Kender, 2006), the objective measure is applied to prune the rules for web image clustering. First, the visual features from images and textual features from web pages were extracted. Next, association rules were generated by using an improved Apriori algorithm, and various statistically-inspired interestingness measures were evaluated by their abilities of pruning the generated rules. Last, the hypergraphs were generated from the rules, and a hypergraph partitioning algorithm was used to assign images to different clusters. In most of the studies, the objective interestingness measures were used to select one or several proper measures based on their properties or by an interactive manner. The authors in (Nguyen et al., 2008) introduced an approach to aggregate a set of objective interestingness measures using the Choquet integral as the aggregation operator to find the most interesting association rules.

The subjective measures such as surprisingness, unexpectedness, and novelty consider both the data and the user’s domain knowledge about the data. In (Liu et al., 2000), an interestingness analysis system (IAS) was developed to assist the users in finding unexpected rules from a set of discovered association rules. Unexpectedness means that those rules are interesting if they are unknown to the user or contradict the user’s expectations. The proposed IAS leveraged the user’s existing domain knowledge to analyze discovered associations and then ranked the discovered rules according to various interestingness criteria, such as conformity and various types of unexpectedness. Yu et al. (2003) introduced a ShotRank notion as a measure of subjective interestingness for a video browsing and summarization system. The system utilized previous viewers’ browsing log to facilitate future viewers and applied an interestingness measure to unify video analysis and user browsing log mining. Experimental results showed that ShotRank was able to represent the subjective notion of interestingness of each video shot and improve the future viewers’ browsing experience.

The semantic measures take into account the semantics and explanations of the feature-value pairs, such as utility and actionability considering the semantics of the data. The utility-based measures consider not only the statistical aspects of the raw data but also the utility of the mined patterns. Actionability-based measures take into consideration that the rules are interesting if the users can do something with them to their advantage. In (Lin et al., 2008), we have introduced the utilization of Multiple Correspondence Analysis (MCA) as a utility-based semantic measure for association rule generation. MCA is an extended approach of correspondence analysis (CA). Traditional CA is a descriptive data analytic technique designed to analyze simple two-way tables, containing some measure of correspondence between the rows and columns. By using MCA, multi-way tables for more than two variables could be analyzed, so that the correspondence between the features and classes (columns) through the instances (rows) could be explored in a multimedia database. In this paper, the 2-feature-value pair association rules are generated by a similar approach that was applied to generate the 1-feature-value pair association rules in (Lin et al., 2008), but the focus is on selecting those 2-feature-value pair association rules.

Selecting the association rules is one of the challenging aspects in classification using ARM and thus becomes a popular research topic. In order to select more
interesting rules, research work on ranking strategies has been conducted. There are various approaches that rank the association rules using the interestingness measures. Most of the algorithms are investigated based on traditional support and confidence values or based on improved support and confidence values. The authors in (Song et al., 2006) proposed a rule ranking strategy where the length of the rules has the highest priority, followed by the confidence value, and then the support value. That is, association rules with the same length were sorted according to their confidence values, and if the rules have the same length and the same confidence value, they were ranked based on their support values. More constraints to the rule ranking methods rather than using the confidence and support values only were proposed in (Roddia and Shashi, 2007). If the rules have the same confidence and support values, more general rules were preferred over the specific rules. Then the rules with better simplicity were selected if all the above constraints were the same, and the last constrain was based on which rule was generated earlier. A personalized association rule ranking method based on semantic similarity was proposed in (Yang et al., 2008). In addition to the statistical information such as support, confidence, and chi-square values, the rules were also ranked and selected by the similarity between the rules and the keywords assigned by the user’s interests.

Rather than using the tradition support and confidence definitions, some new support and confidence methods were defined. A confidence gain measure for association rule scoring was introduced in (Tamir and Singer, 2006), which combines both the confidence measure and lift measure, taking advantages of both measures. The confidence gain presented the local confidence of a feature-value pair compared to its average confidence in the given database, and outperformed several association measures in the experiments. The authors in (Zhu et al., 2008) redefined the support and confidence values and mined the cross-modal association rules that associated keywords with several visual feature clusters. The images in the interesting clusters were ranked higher, and the clusters in these rules can be sorted by their corresponding confidence values in the descending order. In (Vateekul and Shyu, 2008), a novel conflict-based confidence measure with an interleaving ranking strategy for re-ranking association rules was proposed. The new confidence measure captured the inter-distance between a rule and a training data instance, and the experiments showed that their proposed framework achieved better performance than the traditional confidence measures for both balanced and imbalanced data sets.

Furthermore, some other strategies were proposed for rule ranking and selection. In (Fogarty et al., 2008), CueFlik which is a Web image search application allowed the users to create their own rules to re-rank any future Web image search results according to visual characteristics. The rules were ranked by rule scores which were the distance between the future image and each positive or negative example dividing the distance to the nearest positive example by the sum of the distances to the nearest positive and nearest negative examples. In (Liu et al., 2008), the relationship between high-level concepts was discovered by using ARM. The co-occurrence of several semantic concepts could imply the presence of other concepts. The prediction value of the detector indicated the likelihood that the detector regarded the presence of a certain concept. The association rules were ranked by using the combination of associations with the prediction values. In
the experiments on TRECVID 2005 data, the authors showed that the detection accuracy was improved.

3 Association Rule Mining with a Correlation-based Interestingness Measure

This paper proposes a novel framework that performs video semantic concept detection (classification) via the use of a correlation-based interestingness measure for association rule generation and the reuse of the correlation-based interestingness measure together with the inter-similarity and intra-similarity values for rule selection. Our proposed framework is shown in Figure 1, which is composed of the following four stages.

1. Low-level feature extraction (to be discussed in Section 3.1);
2. Splitting data to training set and testing set (to be discussed in Section 3.1);
3. Rule generation (to be discussed in Section 3.2); and
4. Rule selection and classification (to be discussed in Section 3.3).

3.1 Low-level Feature Extraction and Data Splitting

The details of stage 1 and stage 2 are shown in Figure 2. Note that since shot boundary information has been provided by TRECVID (Smeaton et al., 2006), segmentation is beyond the scope of this paper and the extracted audio-visual features are shot-based. At the first stage, 16 audio features, 11 visual features, and 1 meta feature (i.e., the length of the shot) are extracted. The normalization process is applied to scale all continuous values (except the class label) per video. The normalization method is to subtract the minimum value and divide by the
distance between the maximum and the minimum values for each feature, so that the values of each feature in the data set lie between zero and one. Then the data instances in a multimedia database are characterized by $F + 1$ low-level attributes/features/columns, i.e., $F$ normalized numerical features $A_f$ (where $f = 1$ to $F$) and 1 nominal class label $C_j$ (where $C_j = C_p$ or $C_n$, $C_p$ is the target concept class, and $C_n$ is the non-target concept class) as shown in Table 1.

The second stage is to split the data instances into a training set and a testing set. For each concept, the data instances are first split to two sets, namely (i) the positive set including all the data instances labeled with the target concept class (i.e., positive instances) and (ii) the negative set including all the data instances labeled with the non-concept class (i.e., negative instances). Two-third of the positive set and negative set are randomly selected and combined as the training data, and the remainder one-third of the positive set and negative set are used as the testing data. The main reasons of this process are that (1) the splitting is able to mitigate any bias caused by the particularly chosen instances, (2) each class being properly represented in both training and testing sets could be guaranteed, and (3) the 3-fold stratified cross-validation approach ensures that each data instance could be tested.

Due to the fact that ARM requires the input data to be nominal, all the extracted features are discretized at this stage before training the model. The methods used for discretization include (i) the information gain method introduced in (Fayyad and Irani, 1992), and (ii) the disparity measure using the average value
Table 1  Example data instances in the multimedia database after normalization

<table>
<thead>
<tr>
<th>feature</th>
<th>feature</th>
<th>...</th>
<th>feature</th>
<th>class</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.23</td>
<td>0.38</td>
<td>...</td>
<td>0.15</td>
<td>$C_p$</td>
</tr>
<tr>
<td>0.17</td>
<td>0.67</td>
<td>...</td>
<td>0.02</td>
<td>$C_n$</td>
</tr>
<tr>
<td>0.15</td>
<td>0.78</td>
<td>...</td>
<td>0.16</td>
<td>$C_p$</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>0.10</td>
<td>0.59</td>
<td>...</td>
<td>0.84</td>
<td>$C_n$</td>
</tr>
</tbody>
</table>

Table 2  Example data instances in the multimedia database after discretization

<table>
<thead>
<tr>
<th>feature</th>
<th>feature</th>
<th>...</th>
<th>feature</th>
<th>class</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A^1_1$</td>
<td>$A^2_2$</td>
<td>...</td>
<td>$A^4_F$</td>
<td>$C_p$</td>
</tr>
<tr>
<td>$A^1_1$</td>
<td>$A^3_2$</td>
<td>...</td>
<td>$A^4_F$</td>
<td>$C_n$</td>
</tr>
<tr>
<td>$A^1_1$</td>
<td>$A^3_2$</td>
<td>...</td>
<td>$A^4_F$</td>
<td>$C_p$</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>$A^1_1$</td>
<td>$A^3_2$</td>
<td>...</td>
<td>$A^4_F$</td>
<td>$C_n$</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
</tbody>
</table>

do not hallucinate.
MCA is that MCA is the extension of traditional correspondence analysis so that it has the ability to analyze tables containing some measure of correspondence between the rows and columns with multiple variables (Salkind, 2007). Therefore, the correlation information between the 2-feature-value pairs \((\{A_i^1, A_i^2\})\) and classes \((C_p, C_n)\) can be calculated by applying MCA to the discretized training data set.

Assume that there are \(N\) data instances in the multimedia database and the total number of 2-feature-value pairs is \(S\). MCA codes the data by creating a binary column with the constraint that one and only one of the columns gets the value 1 for each nominal variable (i.e., 2-feature-value pair). This results in a matrix which is called the indicator matrix \(X\) with size \(N \times S\). Rather than analyzing the indicator matrix as in traditional CA, the inner product of the indicator matrix called Burt matrix \(Y\) (of size \(S \times S\)) is analyzed in MCA. Now, let the grand total of the Burt matrix be \(G\). The probability matrix \(Z\), the mass matrix \(M\) (of size \(1 \times S\)), and the main diagonal of the mass matrix \(D\) could be captured. MCA will provide the principle components from singular value decomposition (SVD) as shown in Equation (1).

\[
D^{-\frac{1}{2}}(Z - MM^T)(D^T)^{-\frac{1}{2}} = P\Delta Q^T, \text{ where}
\]

- \(Z = Y/G\) and \(Y = X^TX\);
- \(M\) is the vector of the column totals of \(Z\) and \(D = diag(M)\);
- \(\Delta\) is the diagonal matrix of the singular values;
- Columns of \(P\) are the left singular vectors (gene coefficient vectors) in SVD;
- Rows of \(Q^T\) are the right singular vectors (expression level vectors) in SVD.
The feature-value pairs and the classes can then be projected into a new space using the first and second principle components. The inner product of all possible 2-feature-value pairs and the classes are calculated, and the angles between the 2-feature-value pairs and the classes are used as a measurement to represent the correlation. It is clear that the higher correlation between a feature-value pair and a class, the smaller angle value between them.

The pseudo-code for computing the angle values and generating a 2-feature-value pair rule is presented as follows. In our proposed framework, we keep those 2-feature-value pairs whose angle values are smaller than an angle threshold. To determine the angle threshold automatically, different thresholds are applied to the feature-value pairs (i.e., the range between 5 degrees and 90 degrees with 5 degrees increase in each step) and the classification accuracy of the training set is evaluated, among which the one having the highest accuracy is considered as the threshold value. The same threshold is used for the positive and negative feature-value pair sets so that the computational cost can be reduced.

2-FEATUER-VALUE PAIR RULE GENERATION

1. $k \leftarrow 0$;
2. $l \leftarrow 0$;
3. for class$_r$ ← class$_p$ to class$_n$
4.      for $s \leftarrow 1$ to $S$
5.          $angle_s = \cos^{-1} \frac{\langle \text{pair}_s, \text{class}_r \rangle}{||\text{pair}_s|| ||\text{class}_r||}$;
6.          if $angle_s < \text{threshold}$ then
7.              rule$_i \leftarrow \text{pair}_s \Rightarrow \text{class}_r$;
8.          if class$_r = \text{class}_p$ then
9.              $k \leftarrow k + 1$.
10.         else if class$_r = \text{class}_n$ then
11.             $l \leftarrow l + 1$.
12.      end
13.  end

Let $f_1$ and $f_2$=1 to $F$, $f_1 \neq f_2$, $i_1$=1 to $K_{f_1}$, and $i_2$=1 to $K_{f_2}$. Equation (2) denotes the rules for class $C$ ($C_p$ for the target concept class or $C_n$ for the non-concept class).

$$A_{f_1}^{i_1} \land A_{f_2}^{i_2} \Rightarrow C. \quad (2)$$
3.3 Rule Selection and Classification

After generating the 2-feature-value pair rules (as in the format of Equation (2)), the correlation-based interestingness measure that reuses the correlation information is converted to the score value. Moreover, the inter-similarity and intra-similarity values are calculated and integrated as the similarity information to evaluate each rule. The inter-similarity and intra-similarity are defined as follows. For each candidate rule, the inter-similarity is the similarity between the rule and the data instances which have different class labels, and the intra-similarity is the similarity between the rule and the data instances which have the same class labels. The details of stage 4 are shown in Figure 4.

Let the number of positive instances be \( N_{pos} \), the number of negative instances be \( N_{neg} \), the number of candidate 2-feature-value pair association rules generated for the target concept be \( R_{pos} \), and the number of the candidate 2-feature-value pair association rules for non-concept class be \( R_{neg} \). We define the intra-similarity and inter-similarity measures of a rule as follows.

\[
\text{IntraSimilarity}_k = \frac{\alpha_1 \sum_{\text{counter}_1} 1 + \alpha_2 \sum_{\text{counter}_2} 1 + \alpha_3 \sum_{\text{counter}_3} 1}{N_{pos}}, \quad (3)
\]
\[
\text{IntraSimilarity}_l = \frac{\alpha_1 \sum_{\text{counter}_1} 1 + \alpha_2 \sum_{\text{counter}_2} 1 + \alpha_3 \sum_{\text{counter}_3} 1}{N_{neg}}, \quad (4)
\]

where
- \( k = 1 \) to \( R_{pos} \) and \( l = 1 \) to \( R_{neg} \);
- \( \alpha_1 = 1, \alpha_3 = 0, \alpha_2 = r/2 \), and \( r \) is the ratio of the number of positive instances to the number of negative instances;
- \( \text{counter}_1 \) is the counter of the event that both two feature-value pairs are matched;
counter\(3\) is the counter that none of the feature-value pairs is matched.

\[
\text{InterSimilarity}_k = \beta_1 \sum_{\text{counter}_1} + \beta_2 \sum_{\text{counter}_2} + \beta_3 \sum_{\text{counter}_3} / N_{\text{pos}}.
\]  

(5)

\[
\text{InterSimilarity}_l = \beta_1 \sum_{\text{counter}_1} + \beta_2 \sum_{\text{counter}_2} + \beta_3 \sum_{\text{counter}_3} / N_{\text{neg}}.
\]  

(6)

where

- \(k = 1\) to \(R_{\text{pos}}\) and \(l = 1\) to \(R_{\text{neg}}\),
- \(\beta_1 = 0, \beta_3 = 1, \beta_2 = 1 - r/2\) and \(r\) is the ratio of the number of positive instances to the number of negative instances
- \(\text{counter}_1\) is the counter of the event that both two feature-value pairs are matched,
- \(\text{counter}_2\) is the counter when only one feature-value pair is matched,
- \(\text{counter}_3\) is the counter that none of the feature-value pair is matched.

Please note that based on our definitions, a larger intra-similarity value \((\in [0,1])\) indicates a better rule and a larger inter-similarity value \((\in [0,1])\) also indicates a better rule. Therefore, we can calculate the sum of these inter-similarity and intra-similarity values \((\in [0,2])\), which serves as a similarity-based score value. In this manner, the inter-similarity and intra-similarity values contribute equally to the similarity information.

In this stage, the reused correlation information is converted to the correlation-based score values from the angle values captured from the rule generation stage using Equation (7). Please note that from this definition, larger \(A_k\) and \(A_l\) values \((\in [0,1])\) also indicate better rules.

\[
A_k = (1 - \text{angle}_k/90);
\]

\[
A_l = (1 - \text{angle}_l/90).
\]

(7)

where

- \(k = 1\) to \(R_{\text{pos}}\) and \(l = 1\) to \(R_{\text{neg}}\);
- \(\text{angle}_k\) is the angle value of the \(k^{\text{th}}\) candidate positive feature-value pair;
- \(\text{angle}_l\) is the angle value of the \(l^{\text{th}}\) candidate negative feature-value pair.

The correlation information is aggregated with the similarity information to calculate the final rule ranking scores. That is, the final ranking score is the sum of the correlation-based score and the similarity-based score. Similarly, in this manner, the correlation information and the similarity information have an equal contribution to the ranking strategy. A threshold is set so that the 2-feature-value pair rules whose final ranking scores are larger than the threshold value are selected as the final rule set; otherwise the rules are removed. The threshold is selected as the one which yields the highest accuracy when applying the generated rule set with various thresholds in the training process.
Now, the final association rule set consists of all the selected 2-feature-value pair rules and is used for classification for each concept (class label). The steps are: (1) Each data instance in the testing set is checked to see if it consists of any of the 2-feature-value pairs from the selected rules; (2) If the 2-feature-value pairs exist in the testing data instance, the class labels of the corresponding matched 2-feature-value pairs are collected and the majority class is assigned to the testing data instance; and (3) If there are an equal number of matched positive rules and negative rules, then the label of the data instance is set to positive. For each concept, these three steps are repeated. In other words, different 2-feature-value pair rules will be selected as the final association rule sets for each concept.

4 Performance Evaluation

To validate our proposed framework, the videos available for the TRECVID 2007 and 2008 high-level feature extraction task are used. In the experiments, 14 concepts such as two-people (c7), outdoor (c8), building (c9), vegetation (c11), street (c12), road (c13), sky (c14), hand (c15), urban (c16), waterscape (c17), crowd (c18), face (c19), person (c20), and walking (c34) are used for performance evaluation. The descriptions of these concepts can be found in (Smeaton et al., 2006).

The performance of our proposed framework is compared to those of the decision tree classifier using C4.5 algorithm (DT), support vector machine classifier using Sequential Minimal Optimization (SMO) algorithm (SVM), Neural Network classifier using Multilayer Perceptron algorithm (MP), Kth Nearest Neighbor classifier using IbK algorithm (KNN), AdaBoost (ADA) classifier, and one rule based JRip classifier (JR). These classifiers are available in WEKA (Witten and Frank, 2005). In the experiments, the default parameters in WEKA are adopted and the performance metrics (including the average precision, recall, and F1-score values obtained over the three folds) are used. The results are presented in Table 3 and Table 4, where columns 2 to 7 provide the performance of WEKA’s DT, SVM, MP, KNN, ADA, and JR respectively, and the last column provides the performance of our proposed framework.

As can be seen from Table 3 and Table 4, our proposed video semantic concept detection framework using ARM together with a new correlation-based interestingness measure outperforms the DT, SVM, MP, KNN, ADA, and JR classifiers, in both the recall values and F1-scores. Moreover, it can be observed from the result tables that some of the compared classifiers perform well for certain concept classes, but not for all the concept classes. For instance, the JR classifier gives the second best F1-scores on the street, urban, and walking concepts, the ADA classifier gives the second best F1-score on the road concept, and the MP classifier gives the second best F1-score on the crowd concept. However, none of them achieves the same performance for all the 14 investigated concepts. On the other hand, our proposed framework demonstrates that it performs the best in comparison to all the other 6 classifiers in all 14 investigated high-level concepts. Note that for SVM classifier, it fails for some extremely imbalanced concepts as discussed in (Lin et al., 2008).
Table 3  Performance evaluation for seven concepts

<table>
<thead>
<tr>
<th>concept</th>
<th>evaluation</th>
<th>DT</th>
<th>SVM</th>
<th>MP</th>
<th>KNN</th>
<th>ADA</th>
<th>JR</th>
<th>ARM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Two-people</td>
<td>Precision</td>
<td>0.51</td>
<td>0.00</td>
<td>0.44</td>
<td>0.40</td>
<td>0.40</td>
<td>0.52</td>
<td>0.36</td>
</tr>
<tr>
<td></td>
<td>Recall</td>
<td>0.19</td>
<td>0.00</td>
<td>0.25</td>
<td>0.47</td>
<td>0.36</td>
<td>0.19</td>
<td>0.92</td>
</tr>
<tr>
<td></td>
<td>F1-score</td>
<td>0.27</td>
<td>0.00</td>
<td>0.32</td>
<td>0.43</td>
<td>0.38</td>
<td>0.11</td>
<td>0.51</td>
</tr>
<tr>
<td>Outdoor</td>
<td>Precision</td>
<td>0.51</td>
<td>0.00</td>
<td>0.44</td>
<td>0.51</td>
<td>0.52</td>
<td>0.58</td>
<td>0.46</td>
</tr>
<tr>
<td></td>
<td>Recall</td>
<td>0.19</td>
<td>0.00</td>
<td>0.25</td>
<td>0.53</td>
<td>0.51</td>
<td>0.46</td>
<td>0.75</td>
</tr>
<tr>
<td></td>
<td>F1-score</td>
<td>0.27</td>
<td>0.00</td>
<td>0.32</td>
<td>0.52</td>
<td>0.51</td>
<td>0.51</td>
<td>0.56</td>
</tr>
<tr>
<td>Building</td>
<td>Precision</td>
<td>0.51</td>
<td>0.00</td>
<td>0.44</td>
<td>0.47</td>
<td>0.51</td>
<td>0.52</td>
<td>0.44</td>
</tr>
<tr>
<td></td>
<td>Recall</td>
<td>0.19</td>
<td>0.00</td>
<td>0.25</td>
<td>0.54</td>
<td>0.51</td>
<td>0.40</td>
<td>0.80</td>
</tr>
<tr>
<td></td>
<td>F1-score</td>
<td>0.27</td>
<td>0.00</td>
<td>0.32</td>
<td>0.50</td>
<td>0.48</td>
<td>0.45</td>
<td>0.57</td>
</tr>
<tr>
<td>Vegetation</td>
<td>Precision</td>
<td>0.57</td>
<td>0.55</td>
<td>0.50</td>
<td>0.44</td>
<td>0.46</td>
<td>0.53</td>
<td>0.43</td>
</tr>
<tr>
<td></td>
<td>Recall</td>
<td>0.34</td>
<td>0.27</td>
<td>0.42</td>
<td>0.49</td>
<td>0.42</td>
<td>0.34</td>
<td>0.67</td>
</tr>
<tr>
<td></td>
<td>F1-score</td>
<td>0.42</td>
<td>0.36</td>
<td>0.46</td>
<td>0.46</td>
<td>0.44</td>
<td>0.41</td>
<td>0.52</td>
</tr>
<tr>
<td>Street</td>
<td>Precision</td>
<td>0.55</td>
<td>0.58</td>
<td>0.49</td>
<td>0.47</td>
<td>0.55</td>
<td>0.54</td>
<td>0.51</td>
</tr>
<tr>
<td></td>
<td>Recall</td>
<td>0.50</td>
<td>0.47</td>
<td>0.49</td>
<td>0.58</td>
<td>0.58</td>
<td>0.53</td>
<td>0.74</td>
</tr>
<tr>
<td></td>
<td>F1-score</td>
<td>0.52</td>
<td>0.52</td>
<td>0.49</td>
<td>0.52</td>
<td>0.52</td>
<td>0.54</td>
<td>0.60</td>
</tr>
<tr>
<td>Road</td>
<td>Precision</td>
<td>0.58</td>
<td>0.59</td>
<td>0.50</td>
<td>0.49</td>
<td>0.54</td>
<td>0.57</td>
<td>0.46</td>
</tr>
<tr>
<td></td>
<td>Recall</td>
<td>0.34</td>
<td>0.35</td>
<td>0.47</td>
<td>0.58</td>
<td>0.49</td>
<td>0.44</td>
<td>0.81</td>
</tr>
<tr>
<td></td>
<td>F1-score</td>
<td>0.42</td>
<td>0.44</td>
<td>0.48</td>
<td>0.53</td>
<td>0.51</td>
<td>0.49</td>
<td>0.59</td>
</tr>
<tr>
<td>Sky</td>
<td>Precision</td>
<td>0.62</td>
<td>0.64</td>
<td>0.56</td>
<td>0.53</td>
<td>0.55</td>
<td>0.67</td>
<td>0.47</td>
</tr>
<tr>
<td></td>
<td>Recall</td>
<td>0.48</td>
<td>0.45</td>
<td>0.51</td>
<td>0.56</td>
<td>0.52</td>
<td>0.45</td>
<td>0.79</td>
</tr>
<tr>
<td></td>
<td>F1-score</td>
<td>0.54</td>
<td>0.52</td>
<td>0.54</td>
<td>0.54</td>
<td>0.54</td>
<td>0.52</td>
<td>0.59</td>
</tr>
</tbody>
</table>

For further performance evaluation, Figure 5, Figure 6, and Table 5 are generated. It can be easily seen that our proposed framework achieves at least 25% to at most 48% average improvement for the recall values over all concepts, and at least 7% to at most 21% average improvement for the F1-score values are gained over all concepts. The better recall values (overall 35% improvement over all classifiers) demonstrate that more target concept instances are classified correctly. The better F1-scores mean that the recall values (overall 11% improvement over all classifiers) increase without compromising the precision values too much. This observation clearly shows the superior performance of our proposed framework with the new interestingness measure in both rule generation and rule selection stages.

5 Conclusion and Future Work

Semantic concept detection has become a popular research area, motivated by the high demands on multimedia applications and services dealing with large amounts of multimedia data. The association rule mining (ARM) technique has also commonly utilized in multimedia retrieval and concept detection due to its
Table 4  Performance evaluation for seven concepts

<table>
<thead>
<tr>
<th>concept</th>
<th>evaluation</th>
<th>DT</th>
<th>SVM</th>
<th>MP</th>
<th>KNN</th>
<th>ADA</th>
<th>JR</th>
<th>ARM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hand</td>
<td>Precision</td>
<td>0.46</td>
<td>0.33</td>
<td>0.42</td>
<td>0.53</td>
<td>0.55</td>
<td>0.67</td>
<td>0.47</td>
</tr>
<tr>
<td></td>
<td>Recall</td>
<td>0.31</td>
<td>0.06</td>
<td>0.40</td>
<td>0.56</td>
<td>0.52</td>
<td>0.45</td>
<td>0.79</td>
</tr>
<tr>
<td></td>
<td>F1-score</td>
<td>0.37</td>
<td>0.10</td>
<td>0.41</td>
<td>0.54</td>
<td>0.54</td>
<td>0.52</td>
<td>0.59</td>
</tr>
<tr>
<td>Urban</td>
<td>Precision</td>
<td>0.51</td>
<td>0.53</td>
<td>0.47</td>
<td>0.44</td>
<td>0.48</td>
<td>0.53</td>
<td>0.45</td>
</tr>
<tr>
<td></td>
<td>Recall</td>
<td>0.41</td>
<td>0.25</td>
<td>0.45</td>
<td>0.50</td>
<td>0.45</td>
<td>0.44</td>
<td>0.79</td>
</tr>
<tr>
<td></td>
<td>F1-score</td>
<td>0.46</td>
<td>0.34</td>
<td>0.46</td>
<td>0.47</td>
<td>0.46</td>
<td>0.48</td>
<td>0.57</td>
</tr>
<tr>
<td>Waterscape</td>
<td>Precision</td>
<td>0.58</td>
<td>0.65</td>
<td>0.53</td>
<td>0.54</td>
<td>0.55</td>
<td>0.62</td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td>Recall</td>
<td>0.49</td>
<td>0.47</td>
<td>0.52</td>
<td>0.59</td>
<td>0.49</td>
<td>0.49</td>
<td>0.77</td>
</tr>
<tr>
<td></td>
<td>F1-score</td>
<td>0.53</td>
<td>0.54</td>
<td>0.52</td>
<td>0.56</td>
<td>0.52</td>
<td>0.55</td>
<td>0.60</td>
</tr>
<tr>
<td>Crowd</td>
<td>Precision</td>
<td>0.58</td>
<td>0.65</td>
<td>0.53</td>
<td>0.45</td>
<td>0.50</td>
<td>0.52</td>
<td>0.41</td>
</tr>
<tr>
<td></td>
<td>Recall</td>
<td>0.49</td>
<td>0.47</td>
<td>0.52</td>
<td>0.55</td>
<td>0.44</td>
<td>0.39</td>
<td>0.81</td>
</tr>
<tr>
<td></td>
<td>F1-score</td>
<td>0.53</td>
<td>0.54</td>
<td>0.52</td>
<td>0.49</td>
<td>0.47</td>
<td>0.45</td>
<td>0.55</td>
</tr>
<tr>
<td>Face</td>
<td>Precision</td>
<td>0.60</td>
<td>0.68</td>
<td>0.55</td>
<td>0.48</td>
<td>0.53</td>
<td>0.61</td>
<td>0.47</td>
</tr>
<tr>
<td></td>
<td>Recall</td>
<td>0.43</td>
<td>0.39</td>
<td>0.48</td>
<td>0.59</td>
<td>0.48</td>
<td>0.40</td>
<td>0.70</td>
</tr>
<tr>
<td></td>
<td>F1-score</td>
<td>0.50</td>
<td>0.48</td>
<td>0.51</td>
<td>0.53</td>
<td>0.51</td>
<td>0.49</td>
<td>0.56</td>
</tr>
<tr>
<td>Person</td>
<td>Precision</td>
<td>0.54</td>
<td>0.61</td>
<td>0.48</td>
<td>0.46</td>
<td>0.49</td>
<td>0.54</td>
<td>0.43</td>
</tr>
<tr>
<td></td>
<td>Recall</td>
<td>0.39</td>
<td>0.32</td>
<td>0.45</td>
<td>0.55</td>
<td>0.45</td>
<td>0.36</td>
<td>0.79</td>
</tr>
<tr>
<td></td>
<td>F1-score</td>
<td>0.45</td>
<td>0.42</td>
<td>0.47</td>
<td>0.50</td>
<td>0.47</td>
<td>0.43</td>
<td>0.56</td>
</tr>
<tr>
<td>Walking</td>
<td>Precision</td>
<td>0.56</td>
<td>0.59</td>
<td>0.53</td>
<td>0.51</td>
<td>0.53</td>
<td>0.58</td>
<td>0.52</td>
</tr>
<tr>
<td></td>
<td>Recall</td>
<td>0.52</td>
<td>0.57</td>
<td>0.52</td>
<td>0.59</td>
<td>0.52</td>
<td>0.59</td>
<td>0.80</td>
</tr>
<tr>
<td></td>
<td>F1-score</td>
<td>0.54</td>
<td>0.57</td>
<td>0.52</td>
<td>0.55</td>
<td>0.53</td>
<td>0.58</td>
<td>0.63</td>
</tr>
</tbody>
</table>

Table 5  Average comparative performance for all concepts

<table>
<thead>
<tr>
<th></th>
<th>DT</th>
<th>SVM</th>
<th>MP</th>
<th>KNN</th>
<th>ADA</th>
<th>JR</th>
<th>mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>recall</td>
<td>0.39</td>
<td>0.48</td>
<td>0.32</td>
<td>0.25</td>
<td>0.31</td>
<td>0.36</td>
<td>0.35</td>
</tr>
<tr>
<td>F1-score</td>
<td>0.12</td>
<td>0.21</td>
<td>0.10</td>
<td>0.07</td>
<td>0.09</td>
<td>0.10</td>
<td>0.11</td>
</tr>
</tbody>
</table>

properties from both data mining and classification. In ARM, one of the research challenges is to develop a good interestingness measure for both rule generation and rule selection. In this paper, a novel video semantic concept detection framework that uses the ARM technique together with a new correlation-based interestingness measure is proposed. Our proposed framework first applies MCA to explore the correlation between 2-feature-value pairs and concept/non-concept classes, which is then applied to generate the candidate association rules. Next, the similarity information including the inter-similarity and intra-similarity values is calculated as a similarity-based score. The correlation information captured from MCA is reused and converted to a correlation-based score. These two scores are combined to calculate the final ranking scores to rank and select the final rule set for semantic concept detection (classification). Finally, the class label for each testing instance is determined by matching the selected association rules with
We have evaluated our proposed framework (ARM with a new correlation-based interestingness measure) by the detection performance of the videos taken from the TRECVID 2007 and 2008 projects. The experimental results show that our proposed framework demonstrates improved overall recall and F1-score performance over the other six classifiers that are commonly applied to concept detection. In the future, more researches on discretization will be done to investigate the effect of discretization to our framework and some new measurements will be applied. Moreover, the most important extension of this work is to automatically identify \( n \)-feature-value pairs where \( n \) is larger than 2 by utilizing the advantage of MCA. Then more discussions on \( n \)-feature-value pair rule generation and selection are necessary. Last, more videos will be processed so that more concepts can be evaluated to show the performance of our framework.
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